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Abstract Analytical solutions are derived for a family of two-stage reactions, in which
the later process is first order with respect to the product of the previous, non-first order
step. A general strategy is shown that is suitable to handle typical cases. The strategy
is demonstrated by considering, zeroth order, second order, mixed second order and
third order initial reactions, analytical solutions for all of which can be obtained and
advantageously used. The solutions can also be used as archetypes of intermediate
formation and decay in chemical kinetics.

Keywords Reaction kinetics - Dynamical system - Mathematical modelling -
Intermediate - Two-stage process

1 Introduction

The mathematically most demanding part of chemical kinetics is finding analytical
solutions for rate equations. Rate equations describe how the rate of concentration
change depends on concentrations, so these are typically non-linear, autonomous dif-
ferential equations, in which the time dependence of concentrations are sought. While
the solutions of the rate equations for single step reactions are often well known and
available in widely used textbooks (the relevant chapters of the textbook written by
Espenson [1] are still the most authoritative source for kineticists), this is seldom the
case for reaction sequences. Basically, the only case when analytical solutions are
known is the one of first order reaction networks [2-9]. In such networks, each reac-
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tion rate is directly proportional to a single concentration, so the overall system of
differential equations remains linear, and, therefore, reasonably easy to solve.

In experimental chemical kinetics, the computational and theoretical background
is now suitable to use numerical solutions when analytical solutions are unavailable.
There are numerous commercial (or even free) software packages for generating
numerical solutions for cases of reasonably high complexity, where the number of
species may reach 20 and the number of reaction steps may easily exceed 100 [10—
14]. With these computational opportunities, one might even think that the analytical
solutions have lost their significance in practice. Yet, from a mathematical point of
view, it is clear that analytical solutions take precedence whenever they can be found,
so searching for them is not in vain. Actually, they can provide insight and concep-
tual novelty, which is impossible for numerical solutions, and analytical solutions for
kinetic problems are still sought in an active field of research, both practically and the-
oretically [9,15-23]. Such analytical solutions in dynamical systems are also viewed
as highly valuable because the parameter dependence of the solution is much clearer
that for a numerical solution. In fact, approximate solutions with explicit mathemat-
ical forms, such as using the steady state or pre-equilibrium approaches [1], are also
often very useful as they make the information content of the observations easier to
understand. This is even true for more complicated cases such as chain reactions [1]
or rubber vulcanization [18,20], where approximations yield experimentally testable
rate equations even when consolidated closed exact forms are absent.

In this paper, analytical solutions will be presented for a family of irreversible two-
stage reaction schemes in which a first order step follows an initial, non-first order
process. Emphasis will be mostly given to the intermediate, which is the species that
forms in the first process and decays in the second. The concentration change of this
species may be considered as an archetype of the kinetic behavior of intermediates.

2 General solution method

The general strategy presented in this paper relies on first determining the time depen-
dence of the concentration of the reactant in the initial step. This is possible inde-
pendently of the rest of the concentrations because the reactions are irreversible, so
in effect, the rate equation of a single-stage scheme needs to be solved. After this,
the concentration of the intermediate, c(¢), can be defined by the following general
differential equation:

de(t)
PR J (@) — ke(r) ey
Unlike a rate equation, this differential equation is not autonomous. Conceptually,
this is understandable as solving the rate equation for the initial substance necessarily
involved identifying the initial time (+ = 0), at which the reaction started. Equation 1
is a first order, inhomogeneous, linear ordinary differential equation, which can be
solved generally using the following substitution:

c(t) = x(t)e ¥ ()
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In effect, a new variable, x(¢) is introduced instead of c¢(¢). The rationale in this
substitution is that the resulting differential equation for x (¢) is much simpler than the
original:

dx(t) _ M

7 Q) 3

Equation 3 is one of the simplest possible differential equations, it can be solved
by finding the primitive function of the right side. Using c¢(0) as the value of the
concentration at zero time, the solution of the original equation (Eq. 1) for c(¢) is
given as:

t
c(t) = c(0)e™ + e / & ()dr 4)
0

The ability to find the analytical solution of Eq. 1 in an explicit way depends on the
analytical possibilities for evaluating the integral of the right side of Eq. 4. The use of
this strategy will be demonstrated in the next sections through examples, which have
high relevance and importance in chemical kinetics.

3 Zeroth order first step

If the first reaction is zeroth order with respect to its reagent, the consecutive reactions
are represented by the following scheme:

zeroth order, k1 ko

A B C )

In the remaining text, [A], [B], and [C] will denote the concentrations of species A,
B, and C, in order. The initial concentrations (at t = 0, which is the instance at which
the reaction is started) will be [A]g, [Blo, and [C]g. The simultaneous differential
equations describing the system shown in Eq. 5 are as follows:

d[A]

7 = —sgn([A])kl

d[B]

T = sgn([A]k; — k2[B]

diC]

I~ ) ©

The notation sgn refers to the signum function [24], the value of which is 1 for
positive arguments, — 1 for negative arguments and O for 0. The relevance of this term
is often neglected in the usual textbook examples of zeroth order processes, where the
statement that the rate equation is only valid for [A] > O is typically made instead
of this mathematical trick. However, for the purposes of this work, reaction times at
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which [A] = 0 are clearly significant. The inclusion of the sgn function ensures that
the value of [A] remains non-negative. The time dependence of the concentration of
A is easily given in a zeroth order process:

| [Alp — kit ift < [Alo/ k1
[Al@) = Ho it > [Alo/ky )

Consequently, the f(¢) term in Eq. 1 assumes the following form:

|k ifr < [Alg/ ki
fo = [o ifr > [Alo/k1 ®

The solution for the concentration of B is readily obtained as:

ki/ks + ([Bly — ki /ko)e %! if t <[Alg/k1

(ki /o2t AW/R Bl — ki ke i1 > [Alp/ky )

[Bl(») = [

Finally, the concentration of C is given easily from mass balance equations (i.e.
noting that the sum [A](#) + [B](¢) + [C](¢?) is independent of time):

[CI(®) = [Alp + [Blo + [Clo — [A]() — [BI(») (10)

For the practice of chemical kinetics, it is clear that the most significant case is
when the reaction starts purely from species A, so that [B]p = [C]o = 0. These are the
classical conditions for the observation of B as an intermediate and C as a final product.
Figure 1 gives some sample kinetic curves calculated using the derived formulas. The
figure uses special scaling to emphasize the curve shapes: concentrations on the y axis
are given in [A]y units, whereas time on the x axis is given in 1/ky units. The entire
system has three parameters: [A]y, k; and k». Scaling shows that two of these three
parameters only provide the scales for time and concentration, so the actual shape
of the curves is only determined by a single parameter, which is the combination
ko[Alo/ k1. This parameter will be called a shape parameter. Figure 1 shows curves
for 5 different values of this shape parameter. Similar scaling will be used throughout
this paper.

The curves displayed in Fig. 1 show that a break point occurs at time [A]p/k; on
the concentration—time traces. This is not unexpected as a break point occurs on the
corresponding concentration—time curves for species A as well, this is the time at
which [A] reaches the value of 0. As the shape parameter increases, the maximum B
concentration attained decreases. Again, this is fully understandable as the increase
in the shape parameter implies an increase in the rate constant of the second process
relative to that of the first. This basic phenomenon (smaller maximum concentration
of the intermediate as the decay process gets faster) will be observable for all the rest
of the examples used in this paper.

It can also be noted that setting [A]p = oo in the first line Eq. 9 (before the break
point) also gives the analytical solution for an open system into which B is introduced
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Fig. 1 Representative scaled
kinetic traces for the
intermediate in the zeroth
order—first order consecutive
reaction (Eq. 5). The values of
the shape parameter k7[Alg/k1:
0.2 (a), 0.5 (b), 1 (¢),2(d),3 (e)

[BI/ [A]

ataconstantrate (k) and removed in a first order process characterized by rate constant
ka.

4 First order first step

When the first step in the sequence of reactions is a first order process, the following
scheme is used:

A—b g * ¢ (11)

The simultaneous differential equations describing this system are as follows:

dlA]

DT —ki[A]

d[B]

T ki[A] — k2[B]

dic]

T k2[B] (12)

Following the presented general method gives formulas for the concentrations:

[A](1) = [Alpe ™ (13)
_ [A]Okl —kot —kit —kat
[BI() = =2 (7 = e7) + [Bloe (14)
Equation 14 can only be used if k1 # kp. If ki = ko, the solution is assumes a
different form:
[BI(t) = ([Alpki + [Blg) + ¢~ X1! (15)

These solutions are not discussed any further because they are well known and
are given in most textbooks about chemical kinetics under the title ‘two consecutive
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irreversible first order reactions’ [1]. In fact, this model is a simple case of a linear
compartmental system, which can always be analytically solved irrespectively of the
size of the problem [7-9].

5 Second order first step

When the first step is a second order process, the kinetic scheme has the following
form:

A—M_ g " ¢ (16)

The simultaneous differential equations for the concentrations are as follows:

d[A] _ )

—— =2kl

d[B

% = ki[A]® — ka[B]

dlC]

T k2 [B] (17

Note that the multiplication factor 2 in the first differential equation is needed to
satisfy IUPAC conventions [25,26] of the definition of reaction rate and shows that
two molecules of A is consumed in the first step. As one molecule of B is produced
in the same step, this multiplication factor is no longer necessary in the second dif-
ferential equation. Again, the first of these differential equations, describing only the
concentration change of A, can be solved easily and the solution is given in standard
textbooks of chemical Kinetics [1]:

(Al = — 0 (18)
1+ 2k [Alot

Consequently, function f(¢) in Eq. 1 is given as:

o =k (A ) (19)
1+ 2k1[Alot

After finding the integral shown in Eq. 4, the concentration of B can be given as:

A1 BT 4 2k [Aln — kre—k2/CalAl) gi (k2
KiBlo + 26 [Aly — ke z(z,q[A]o)e_kzt
4k,

—2ki[A]o + k2e—kzt—kz/(2k1[A]o)(1 + 2ki[Alot) Ei (kzt + #ﬁ\lo)
Ak (1 + 2k [Alot)

[B](1) =

+

(20)
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Fig. 2 Representative scaled
kinetic traces for the
intermediate in the second
order—first order consecutive
reaction (Eq. 16). The values of
the shape parameter

ko /(k1[Alp): 0.1 (a), 0.2 (b), 0.5
(©), 1(d), 3 (e)

[BI/ [A],

In this equation, Ei denotes the exponential integral function [27], which is defined
for real numbers as follows:

Ei(a) =—/%dt 1)

Finally, the concentration of C can be calculated by a mass conservation equation
similar to Eq. 10 (the difference is that [A]y and [A](#) both need to be multiplied by
2). Figure 2 gives some sample kinetic curves calculated using the derived formulas.
In this graph, [A]y and k> are used as scaling parameters, whereas the shape parameter
assumes the form k> /(2k1[Alp).

6 Mixed second order first step

A mixed second order step is one in which two different molecules (rather than two
identical molecules in the ‘normal’ second order case) react to give some sort of a
product. So a mixed second order step followed by a first order reaction is represented
by the following scheme:

A+ASBRC (22)

This is probably the most important two-stage consecutive schemes of all, as the
underlying concept is that two different reactants (A; and Aj) give final product
C through the intervention of intermediate B. In this case, four concentrations are
involved and the differential equations are as follows:

A A
dt

d[A
[df] — KA [AS)
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d[B

% = kik1[A1][A2] — k2[B]

diCc]

2 = ki) 23)

Again, the solutions for [Aj] and [A>] (note that equation [A1]() — [A2](?) =
[A1]o — [A2]o holds at all values of ) can be found in textbooks [1]:

([Az]o-[A110)[A1]0
ToeA2lo—TATOkT — [A,]

([A1]o-[A2]0)[A2]0
[A]pe(Atlo—[A2]0kir — [Aj]o

[Al(0) = (A,

[Ax](0) = (24)

Consequently, the function f(¢) in Eq. 1 assumes the following form, which is
somewhat more complex than in previous cases:

[A1lo[Az]o([A ] — [Az]o)?
! ([AZ](Z)e([AZ]O—[Al]O)klf + [Al](z)e([Al]O—[Az]U)klf — 2[A110[A2]0)

f) =k (25)

The integral shown in Eq. 4 with this f(¢) is not very simple, but can in fact be
found. The integral yields the following time dependence for the concentration of B:

ka[Aqlo ([A2lo — [Alg) H(0) ot
[Az]o(k1[Aq]o — k1[Az]p + k2)
[A1lo([Az]o — [Aq]g)eAth—TA2lokir

[A]peAtlo—[A2l0kir — [A5],
ka[A1lo([Az]o — [Aglp)e WAt —TA20k! F (1)
[Axlo(ki[Arlo — kilAz]o + k2)

kz k2

b ki([A1lo — [Azlo)’ 2t ki([Arlo — [Az]o)’

» [Al]oe([Al]o[AZ]O)k”) (26)
[Az]o

[BI(t) = [Bloe ™" + [A]pe ™ —

+

H(t) = F) (1,

The notation 7 F1 means the first hypergeometric function [28], which is defined as
follows:

— p(p+ 1 (p+n—1Dg@+1) - (g+n—1)y"
ipar 0 =1+ 2, Fr D 1) !

27)

n=1

The product p(p + 1) ---(p + k — 1) = (p) in this definition is also called the
(rising) Pochhammer symbol [29]. Because of the special cases p = l andr = g + 1,
the calculation of H (¢) is simplified into the following infinite series:
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ki[Ailo — ki[Az]o + k2 ([A 1lo )n (A1lo—[Azlo)nki1
H = 1 1lo—[A2lo)nk
O=1+ Z 7 {01+ DALy — kilAslo) + &2} \[Alo) ©

(28)

It should be remarked that the solution shown is technically only valid for [A2]g >
[A1]o. However, this does not limit the usefulness of the formula as the notations A
and A, can simply be exchanged in order to satisfy this condition (i.e. A| must be the
limiting reagent).

More substantial limitations on the use of the stated solution happen when some
coincidences occur. The first such case is [A1]o = [A3]o (identical initial concentra-
tions for the two reagents). This is already a problem in the use of Eq. 24. In this
case, the differential equations actually take the form that is already given in Eq. 17
(except the multiplication factor 2 in the first equation), so the solution presented in
the previous section can be used directly. This is actually the known strategy of dealing
with the same problem in the case of the one-step mixed second order rate equation
[1].

Another coincidence that renders Eq. 26 unusable is when k> = k1 ([A2]o — [A1]o),
as it would result in O appearing in the denominator. Conceptually, this is very similar
to the k| = k> singular case of the two consecutive irreversible first order reactions
(cf. Eq. 15). The solution of Eq. 23 for k> = k1 ([A2]o — [A1]o) can actually be given
in a form that is significantly simpler than Eq. 26:

[B](1) = [Blpe X'
e RIALL (1_ [AIJO) | [Aaloe —[Arly | [AIR(1—e~*)
[Az]o [Az]o—TA1]o [Aslpek2 —[Aq]g

(29)

An even more nuanced singular case is kp = ik ([Az]o — [A1]o) where i is an
integer (it can only be positive because [Ax]g > [Aj]ok1 > 0,and kp > 0,i =1
is the case for which Eq. 29 gives the solution). The phenomenon is caused by the
fact that the » F1 (p, g, r, y) first hypergeometric function remains undefined for cases
when r is zero or a negative integer. The deeper background is that the e’ f (¢) function
appearing in Eq. 3 is, by accident, a rational function of e’ in this case. The solution
can be obtained for each vale of i by decomposing this rational function into a sum of
partial fractions. As an example, the solution for i = 2 is shown here:

[B](¥) = [B]Oe—Zkzt + [A1]o ( {i } ) (1 — eket/2y=kat/2

A kat/2_ A
ot A A A2l A

[Aalg [Az2]o-[A1]o
[A ]0(1 — e hat/2)p=hat/2

[Az]o([Az]oekzt/2 — [A1lo)

(30)
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Fig. 3 Representative scaled 0.6 4
kinetic traces for the
intermediate in the mixed second

order—first order consecutive b
reaction (Eq. 22). The values of 0.4
the shape parameters Z" ¢
[Azlo/[A1l) =2 (@), 2 (), 2 = g
(€),2(d), 6 (e), 2(f), 6 (g); o,
ky/(k1[Azlo — ki[A1lo) = 0.4 0.2+ f
(a), 1 (b), 1.7 (¢), 2 (d), 1.7 (e), g
45(f), 45 (g)
0.0 1 T T T T T T
0 1 2 3 4 5 6

Finally, in all cases, the usual mass balance equation is used to obtain the concen-
tration of C:

[C1() = [A1]o + [Blo + [Clo — [A41(r) — [B](2) €1V

Figure 3 gives some sample kinetic curves calculated using the derived formulas
(Egs. 26,29, 30). The scaling parameters are [A 1 ]o for concentration and 1/ k> for time,
whereas there are two shape parameters in this case: [A2]o/[A1]o and k2 /(k1[A2]o —
ki[A1lo)-

7 Third order first step
A third order step is one in which three identical molecules are needed to give a

product. If the first process is third order, the sequence of reactions of interest here
can be given by the following scheme:

A BA (32)

The differential equations describing the concentration changes are as follows:

diA] 5

= klAl

d[B] _ 3

e = k1[A]" — k2[B]

S Y (33)
dr

Again, the time dependence of the concentration of A can be given solely from the
first differential equation:

[ 1
Al =[Aly | —————— 4
[Al() = [Alp ERTAIN (34)
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Fig. 4 Representative scaled
kinetic traces for the
intermediate in the third
order—first order consecutive
reaction (Eq. 32). The values of
the shape parameter

ko /(kq [A]%): 0.1 (a), 0.2 (b), 0.5
(©),1(d),2(e)

(Bl [A],

Consequently, f(¢) in Eq. 1 is of the following form:

—3)2
£(t) = ki[AL (1 + 6k [A]%t) (35)

The integral shown in Eq. 4 can be evaluated analytically and the final solution for
[B] is obtained as follows:

_ [hky _p,_ 2 . k2 [Alp _
Bl(r) = [Blpe *2' — | == h2i=ke/(6kilAL) ) 1 + —=e k!

+ Tky e—kzt—kz/(6k1[A](2))erfl' (\/IQ(1 + 6k [?](z)t)) _ [Alo
\ 54k1 Oki[Aly 3,/1+4 6k [AL3t

(36)

In this formula, erfi is the imaginary error function [30], which is related to the
usual error function erf as:

erfi(a) = —i xerf(i X a) (37

The imaginary error function returns real values for real arguments. The concen-
tration of C can again be given using mass balance equation after noting that the sum
3[A](¢) + [B](¢) + [C](?) is independent of time. Figure 4 gives some sample kinetic
curves calculated using the derived formulas. The scaling parameters are [A]y for
concentration and 1/k; for time, whereas the shape parameter is k /(k; [A]%).

8 Conclusions
This paper has shown that analytical solutions for a class of two-stage chemical reac-

tions can be found if the second process is first order with respect to the intermediate.
The general strategy presented can be used for other cases not shown in this paper. The
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solutions show some moderate degree of mathematical sophistication because special
functions such as the exponential integral function, the hypergeometric function, and
the imaginary error function appear in them. On the other hand, these functions are
routinely implemented in common mathematical software packages, so the author rec-
ommends the use of the derived analytical formulas instead of the numerical solutions.
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